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Abstract. The rise of social media and microblogging platforms has led to concerns about hate speech, its potential to incite
violence, psychological trauma, extremist beliefs, and self-harm. We have proposed a novel model, Odio-BERT for detecting
hate speech using a pretrained BERT language model. This specialized model is specifically designed for detecting hate speech
in the Spanish language, and when compared to existing models, it consistently outperforms them. The study provides valuable
insights into addressing hate speech in the Spanish language and explores the impact of domain tasks.
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1. Introduction

Due to the heightened interconnectedness among in-
dividuals, the rise in popularity of social media and
micro-blogging platforms continues to have uncharted
consequences for our daily lives. Even though this con-
nectivity has potential benefits [1,2], the prevalence of
hate speech and associated problems frequently over-
shadows them. If this is not addressed effectively and
continues to attack people and organizations, it could
fuel violence on a global scale.

Eventually, this can target communities based on
their characteristics or affiliations not only to provoke
violence but also to exacerbate the already-existing
marginalization and discrimination experienced by mi-
nority communities [3,4].

The troubling aspect of this phenomenon is that vul-
nerable members of society are more likely to con-
stantly be exposed to such harmful marginalization
through online platforms and social media. For in-
stance, one of the most concerning consequences of
prolonged exposure to hate speech is the significant
psychological trauma it can cause. Individuals who are
subjected to this phenomenon may suffer from anxi-
ety, depression, and a sense of hopelessness, which can
have a profound impact on their mental well-being [5].

To tackle all the above problems, various researchers
have proposed automatic methods to detect hate speech
incidents. Some of them use feature-based linear clas-
sifiers, which belong to a category of machine learn-
ing algorithms. The objective of linear classifiers is to
make predictions based on a set of features or attributes
associated with input data [6]-[9]. Beside linear clas-
sifiers, deep learning methods, particularly deep neu-
ral networks like CNN, LSTM, Bi-LSTM, and RNNs
have been employed [10]-[14]. Also, language mod-
els that had already been trained, such as BERT [15],
RoBERTa [16], T5 [17], XLNet [18], ELEC-TRA
[19], and GPT [20]– [21], were used to test how well
they could find hate speech.

The outcomes in the realm of natural language pro-
cessing (NLP) and different approaches to this task
vary greatly as they are extremely dependent on a wide
diversity of circumstances, prominently encompassing
the dataset and the architectural choices made.

This inherent variability in results has led to some
intriguing observations. Linear classifiers have consis-
tently demonstrated their competitive performance, of-
ten rivaling, and in some cases surpassing, the effec-
tiveness of neural networks across machine learning
tasks [22,23,24].
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However, the advent of pretrained language models
known as GPT-3, BERT, RoBERTa, and their variants,
have achieved unprecedented state-of-the-art results
across a wide spectrum of NLP tasks. They achieved
this by harnessing the power of massive pretraining on
vast and diverse text corpora, enabling them to capture
rich semantic and contextual information. Their versa-
tility and capability show that they can generalize to a
wide range of language-understanding tasks.

In spite of language models’ proficiency in han-
dling general-purpose language understanding tasks,
they may falter when confronted with more specialized
or domain-specific language varieties. The reason for
this limitation lies in their training data, which com-
prises a diverse array of languages and topics, mak-
ing them exceptionally well-rounded but potentially
less attuned to specific jargon, terminology, or nuances
that are prevalent in niche domains. To mitigate this
challenge effectively, it becomes necessary to fine-tune
these pretrained models on domain-specific data using
transfer learning. Toward this concept, many studies
have attempted to train and build domain-specific GPT
as pretrained language models. These are BioGPT for
biomedical tasks [25], DialoGPT for conversation ac-
tivities [26], EmoDialoGPT: generating response for
emotion [27], BERT pretrained language models such
as FinBERT for financial domain [28] - [30], LEGAL-
BERT for legal domain [31], BioBERT for the biomed-
ical task [32,33], HateBERT for English hate speech
domain [34].

These domain-specific models fine-tuned on domain-
specific data allow for higher accuracy and better per-
formance when compared to models built for general
tasks [32]. They offer several advantages over generic
NLP models. Such advantages are often crucial for ad-
dressing hate speech detection.

Here are some key advantages of using a domain-
specific model:

– Improving the model’s understanding of domain-
specific language makes it more contextually
relevant. For instance, medical domain-specific
models can outperform generic models in medi-
cal text-understanding tasks[32].

– From a data perspective, it requires less training
data compared to training a generic model from
scratch. This is because the pretrained base model
already has a strong understanding of language,
and fine-tuning focuses on adapting this knowl-
edge to a specific domain. This can be a special

advantage when labeled data is scarce or expen-
sive to obtain [35,36].

– Since many domains have unique terminology
and vocabulary, generic models may struggle
with domain-specific jargon; however, domain-
specific models can be tailored to recognize
and interpret this specialized language more ef-
fectively [37]. For instance, domains like law,
medicine, finance, and engineering rely heavily
on specialized terminology and jargon.

Therefore, the present study proposes ""Odio-
BERT"", a pretrained BERT model for addressing
hate speech in the context of social media with a focus
on the Spanish language (odio in Spanish means hate
in English).

The following is a summary of this paper’s signifi-
cant contributions:

– Introduction of Odio-BERT, a specialized pre-
trained BERT model designed for detecting hate
speech in Spanish, along with our source code.

– Compilation of all available Spanish hate speech
detection datasets.

– Evaluation and comparison of our models with
existing pretrained language models.

– Study of the impact of domain tasks and an in-
sightful advice on how to deal with hate speech in
Spanish.

For any researchers interested in furthering this re-
search, they can access our source code and a com-
prehensive hate speech dataset through the following
link: 1. This repository provides access to the tools and
resources necessary to build upon our work and delve
deeper into the subject. You can also download our
models from the following link: 2. This resource allows
easy access to the pretrained models we’ve developed,
facilitating further research and experimentation in the
field of hate speech detection.

The remainder of the paper is structured as follows:
in Section 2, we explore the body of prior research and
offer an insightful summary of it. We provide a thor-
ough description of our data collection procedure in
Section 3. In Section 4, we provided a detailed dis-
cussion of the proposed model. The experiments and
their parameters are described in Section 5, the results
are discussed in Section 6, in Section 7, we addressed
the limitations and ethical considerations of the study,

1https://github.com/Mesay-Gemeda/Odio-BERT
2https://huggingface.co/Mesay/Odio-BERT
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and the paper concludes with suggestions for further
research.

2. Related Work

Recently, researchers have achieved promising re-
sults by using domain-specific NLP models for tasks
like hate speech detection. The utilization of domain-
specific models can significantly enhance the perfor-
mance of NLP applications in specific tasks, as high-
lighted in various studies we review in what follows.

2.1. Research Focus on Specific Language

RoBERTuito [38]: This research demonstrates the
effectiveness of a language model pretrained specifi-
cally for user-generated text in the Spanish language,
utilizing a vast dataset comprising more than 50 mil-
lion tweets. The primary emphasis of this model lies in
its specialization in Spanish, with its training and fine-
tuning being exclusively dedicated to this language.
According to the author, the results indicate that this
language model surpassed the performance of other
pretrained models in Spanish such as ALBETO and
DistilBETO [39].

ARBERT and MARBERT [40]: These are the
names of two new transformer-based language models
specifically designed for the Arabic language process-
ing. These models were meticulously crafted by pre-
training them using extensive and varied datasets. The
primary goal behind this effort was to enable more ef-
fective transfer learning for Arabic dialects. Addition-
ally, a new benchmark called ARLUE was introduced
to assess the models’ performance thorough evalua-
tions and comparisons with existing models. Impres-
sively, their results demonstrated superior performance
across a range of downstream tasks.

BanglaBERT [41] : In this research, the authors
introduced a Natural Language Understanding (NLU)
model pretrained specifically for the Bengali language,
known as BanglaBERT. To develop this model, they
gathered a vast dataset comprising 27.5 gigabytes of
text in Bengali for pretraining. Furthermore, they cre-
ated two additional datasets for downstream tasks, fo-
cusing on natural language inference and question an-
swering. The results they obtained with BanglaBERT
were truly impressive, as it surpassed the performance
of both multilingual and monolingual models, includ-
ing mBERT and XLM-R (base). Specifically, when

comparing blue scores, BanglaBERT outperformed
these models by 6.8 and 4.3 points, respectively.

The above results indicate that when a pretrained
model is further trained for a particular language, it
demonstrates superior performance compared to more
generalized models that are not fine-tuned for that
specific language. This suggests the importance of
language-specific fine-tuning for achieving better re-
sults in natural language processing tasks.

2.2. Research Focus on Specific Tasks

FinBERT [29]: aims to fulfill a specific require-
ment within the financial domain by developing BERT
models trained on extensive financial communication
datasets. Through rigorous evaluation across three dis-
tinct financial sentiment classification tasks, to assess
its effectiveness, the authors put FinBERT to test in
three different financial sentiment classification tasks.
The results demonstrate that FinBERT outperforms the
generic domain BERT model in these tasks, underscor-
ing its superior suitability and performance in the fi-
nancial domain.

BioBERT [32]: is designed for biomedical text
mining, specifically trained on extensive biomedi-
cal datasets. BioBERT maintains a remarkably sim-
ilar architecture to BERT across various tasks. This
model surpasses them significantly in three pivotal
biomedical text mining domains: biomedical named
entity recognition, biomedical relation extraction, and
biomedical question answering. These findings em-
phasize the profound impact of pretraining BERT on
biomedical corpora, equipping it with a deeper com-
prehension of intricate biomedical texts and enabling
it to excel in these crucial biomedical language under-
standing tasks.

LEGAL-BERT [31]: is situated within the legal do-
main, it was designed to adapt BERT for various le-
gal tasks. The researchers collected a diverse dataset
of 12 gigabytes comprising English legal content from
different domains, which was obtained from publicly
available resources. Subsequently, they evaluated their
model on multiple datasets. Previous to this research,
the use of BERT was often pursued without careful
consideration and did not consistently deliver satisfac-
tory outcomes in the legal sphere. In simpler terms, the
standard procedures did not consistently perform well
when applied to legal tasks, but Legal-BERT proved to
be effective.
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2.3. Hate Speech Detection

Abuse-XLMR [42]: The authors designed a model
to detect abusive content. The model was trained using
an extensive dataset of social media comments in over
15 Indic languages. What sets AbuseXLMR apart is its
exceptional performance compared to existing mod-
els like XLM-R [43] and MuRIL [44] when tested on
various Indic datasets. This accomplishment marks a
significant breakthrough in the realm of abusive con-
tent detection, particularly for Indic languages. Abu-
seXLMR’s superior performance suggests its potential
to greatly enhance the effectiveness of moderating on-
line content and promoting a safer online environment
across a diverse range of languages and cultures.

COVID-HateBERT [45]: is an advanced language
model designed to combat hate speech in English
tweets, specifically focusing on those related to COVID-
19. To tackle this pressing issue, researchers gathered
a vast dataset comprising 200 million English tweets
containing hateful keywords and hashtags associated
with the pandemic. From this extensive collection, a
classifier was employed to identify and isolate approx-
imately 1.27 million potential hateful tweets. Subse-
quently, this data was used to fine-tune the BERT-base
model. The performance of COVID-HateBERT was
rigorously evaluated across four benchmark datasets.
The results were striking, demonstrating the model’s
effectiveness. When compared to baseline methods in
traditional hate speech detection, COVID-HateBERT
exhibited a significant improvement of a macro av-
erage F1 score from 14.8% to 23.8%. Moreover, in
the realm of COVID-19-related hate speech detection,
COVID-HateBERT continued to outperform, boasting
a 2.6% to 6.73% higher macro average F1 score com-
pared to classifiers using BERT and BERTweet.

HateBERT [34]: is an advanced BERT-based model
specifically developed for the purpose of identify-
ing the abusive language in English text. This model
underwent training using RAL-E, a comprehensive
dataset compiled from Reddit comments in English
originating from communities that were banned due to
their offensive, abusive, or hateful content. The study
in [34]includes a thorough examination of HateBERT,
comparing it with a conventional, general-purpose pre-
trained language model. This comparison is made us-
ing data from three separate English datasets tailored
to offensive language, abusive content, and hate speech
detection tasks. The results of this comparison reveal
that, across all three datasets, HateBERT consistently
outperforms the standard BERT model designed for

general language understanding. This impressive per-
formance demonstrates HateBERT’s prowess in tack-
ling the critical issue of identifying and mitigating abu-
sive language, showcasing its potential as a valuable
tool for improving online content moderation and fos-
tering a safer digital environment.

In [46], the researchers conducted an investiga-
tion into the most effective attributes for detecting
hate speech in the Spanish language. They also ex-
plored how these attributes could be integrated to cre-
ate more precise systems. Furthermore, the researchers
analyzed the linguistic characteristics found in differ-
ent forms of hate speech using explainable linguis-
tic features. They then compared their findings with
existing state-of-the-art methods. The results of this
research demonstrate that combining linguistic fea-
tures and transformer models through the integration
of knowledge yields better performance than existing
solutions when it comes to identifying hate speech
in Spanish. Additionally, numerous studies have been
conducted to address the problem of detecting hate
speech in Spanish. The use of machine learning, [47,
48], deep learning [49]–[53], and the use of various
pretrained language models [54]–[57] are just a few of
the techniques that have been used in these initiatives.
Despite these substantial research efforts, there is still
a clear void in this area.

Based on the insights gleaned from the above-
mentioned study, there are fewer works in Spanish
than there are in English. It is crucial to increase the
accuracy of hate-speech identification in Spanish. It
becomes evident that using domain-specific tasks can
significantly enhance performance across various di-
mensions.

3. Datasets

In this section, we provide an overview of the
Spanish hate speech datasets utilized in our study. To
conduct our experiments, we employed hate speech
datasets sourced from prior research papers that are
publicly accessible. These datasets were compiled by
researchers from various social media platforms, in-
cluding YouTube, Facebook, and Twitter 3, and were
obtained in text format. Our dataset is obtained from
the following datasets: (1) Spanish Miso Corpus 2020,
(2) Multi-lingual HateSpeech Dataset, (3) HomoMex,

3Twitter was renamed to X. In this paper, we use the previous
name Twitter and refer to messages on Twitter as tweets.



Yigezu, M. G. et al. / Odio-BERT: Evaluating Domain Task Impact in Hate Speech Detection 5

(4) HaSCoSVa-2022, (5) HaterNet, and (6) HatEval
2019 dataset.

Spanish MisoCorpus 2020 [57] : Comprises three
distinct splits: SELA, designed to investigate varia-
tions in misogynistic messages between Spanish from
Spain and Spanish from Latin America; the second is
VARS, which focuses on instances of violence directed
towards women in politics and public media; and the
third is DDSS, containing general characteristics asso-
ciated with misogyny. In our study, we utilize the en-
tire corpus, which encompasses a total of 8,390 tweets.
It’s worth noting that this corpus exhibits a slight im-
balance, with a greater number of tweets categorized
as non-misogynistic. The annotation process for this
dataset-corpus involved manual annotations by three
human annotators.

Multi-lingual HateSpeech Dataset : We sourced
this dataset from Kaggle competitions4, and it com-
prises text samples classified into hate speech and non-
hate speech categories, where the label "0" signifies
non-hate speech and "1" indicates hate speech. Addi-
tionally, the dataset includes text samples in various
languages that need to be correctly identified and la-
beled with their corresponding language codes. There
are 12 languages present in the dataset, in addition to
Spanish.

Furthermore, the dataset provides LASER 1024-
Dimensional embeddings for both training and test
data, resulting in a total of 12,424 sample texts avail-
able for analysis.

HOMO-MEX [58] : This dataset comprises pub-
licly available tweets written in Spanish, specifically
from Mexico. The tweets were collected over a span
of time from January 1, 2012, to January 10, 2022.
In the process, 11,000 tweets were annotated, with an
even distribution between those posted by unverified
accounts and those by verified accounts, before the im-
plementation of account verification monetization.

The tweets were then subjected to annotation to
identify instances of LGBT+ phobia. The dataset was
divided into two sets: a training set consisting of
7,000 samples and a test set consisting of 4,000 sam-
ples. The primary objective of this task was to de-
tect hate speech, utilizing a multi-class approach that
involved categorizing the content into three classes:
LGBT+phobic (P), not LGBT+phobic (NP), or not re-
lated to LGBT+ (NA).

4https://www.kaggle.com/datasets/wajidhassanmoosa/multilingual-
hatespeech-dataset/data

In our work, we removed 1,777 samples labeled as
NA from the training set, resulting in a total of 5,223
data samples used for our experiments.

HaSCoSVa-2022 (Hate Speech Corpus with Span-
ish Variations) [59]: The assembly and annotation of
HaSCoSVa-2022 involved curating a dataset of tweets
centered on hate speech directed at immigrants, specif-
ically in the Spanish language. This corpus was en-
riched with information indicating the specific lan-
guage variation used. The dataset was further catego-
rized into two subsets based on language variants: (1)
Latin American and (2) European. Importantly, this
dataset was made available to the research community.

To create HaSCoSVa-2022, the researchers con-
ducted a comprehensive review of publicly accessible
data to identify instances of hate speech against im-
migrants in the Spanish language. It’s noteworthy that,
to the best of their knowledge, there were no existing
Twitter corpora that accounted for variations in lan-
guage.

The motivation behind creating HaSCoSVa-2022
was to facilitate experiments in the domain of immi-
gration. Specifically, the researchers focused on two
distinct immigration scenarios: one involving immi-
gration from Latin America and certain African coun-
tries to Spain, and the other involving immigration
from Venezuela to neighboring countries where Span-
ish is the official language. Both of these cases were
associated with prevalent online discourse marked by
discrimination, often stemming from religious, stereo-
typical, and other factors, which affect a portion of
the local population. Hater-Net [60]: is the dataset
originated from Twitter and was constructed through
a multi-stage process. Initially, a vast set of 2 million
tweets was collected and subsequently filtered using
both automated and manual methods. Four human an-
notators then tagged these tweets for classification.

One notable characteristic of the HaterNet dataset is
its significant class imbalance, where 1,567 documents
were annotated as hateful, while 4,433 were labeled as
non-hateful. In their evaluation, the authors of Hater-
Net focused on assessing the F1 score specifically for
the hateful class.

Throughout their research, the creators of the Hater-
Net dataset introduced a novel approach that com-
bined recurrent neural networks and multilayer percep-
trons to integrate embeddings, emojis, and other statis-
tical features. This approach yielded promising results,
achieving an area under the curve (AUC) of 0.828.

HatEval 2019 [61] : This dataset was made avail-
able as part of the SemEval 2019 shared task. It was
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Table 1
Summary of the benchmark dataset for Spanish hate speech

Dataset Label Size in # Size in % Total size
Spanish MisoCorpus 2020 Misogyny 3700 44.1 % 8390

Not-misogyny 4690 55.9 %

Multi-lingual Hate Speech Dataset Hate 4239 34.1 % 12424
Not-hate 8184 65.9 %

HOMO-MEX LGBT+phobic 862 16.6 % 5223
Not-LGBT+phobic 4360 83.4 %

HaSCoSVa-2022 Hate 556 13.9 % 4000
Not-hate 3444 86.1 %

Hater-Net Hate 4433 73.9 % 6000
Not-hate 1567 26.1 %

HatEval 2019 Hate 2739 41.5 % 6600
Not-hate 3861 58.5 %

specifically designed to assess the ability to detect
hate speech directed at immigrants and women. HatE-
val 2019 introduced two subtasks: (1) identifying hate
speech targeting immigrants and women, and (2) clas-
sifying aggressive behavior and determining whether
the target of the aggression is an individual or a group.

In the context of HatEval 2019, the Spanish subset
of the dataset comprised a total of 6,599 tweets, which
were further divided into training, validation, and test-
ing sets. In the Spanish binary subtask, the best perfor-
mance achieved resulted in a macro averaged F1 score
of 73%.

Among the datasets mentioned above, we leveraged
all datasets for training our new model, with one no-
table exception being the HatEval 2019 dataset. The
HatEval dataset was exclusively reserved for the pur-
pose of evaluating and comparing our novel model
against existing models.

Table 1 presents a summary of the benchmark
dataset statistics, which encompass the following data
sets:

In total, we gathered 36,037 samples from the
sources described in this section except HatEval 2019.
After preprocessing the data, we ended up with 34,622
samples, indicating the presence of duplicate entries in
the dataset.

4. Odio-BERT

Numerous language models have been developed
that are exclusively trained on the Spanish language,
such as RoBERTuito [38], BETO [62], and BERTIN
[63]. However, it’s important to note that pretraining of
these models is not tailored specifically for detecting

hate speech in Spanish. This means that these contex-
tual models are primarily trained on extensive multilin-
gual datasets but are not fine-tuned for the hate speech
domain. As a result, a domain gap exists, and the per-
formance of these models in hate speech detection may
suffer.

To address this issue, we took the initiative to pre-
train a BERT model on domain-specific data, specif-
ically, the hate speech dataset, which we extracted
from various sources as discussed in Section 3. The
choice of BERT for pretraining was deliberate, as it has
demonstrated impressive performance and is gaining
increasing popularity as a competitive, efficient, and
swift solution for adapting pretrained language models
to new languages and domains, as exemplified by [34].
We give the name Odio-BERT to our novel, fine-tuned
BERT.

BERT models have already acquired substantial
knowledge about language and context from exten-
sive general text data. When fine-tuned on domain-
specific data, this knowledge becomes tailored to the
nuances of a particular domain, often resulting in a
significant boost in task performance. Pretraining on
the hate speech corpus equips Odio-BERT with an un-
derstanding of the intricacies of social media, includ-
ing common issues like spelling mistakes, grammati-
cal errors, and emoticons. Consequently, it enhances
Odio-BERT’s capabilities in comparison to other mod-
els like BERT and BETO [62].

Our experiments provide clear evidence of Odio-
BERT’s effectiveness, underscoring the importance of
bridging the domain gap across the various datasets we
compiled. This work highlights the value of adapting
language models for specific domains, ultimately lead-
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ing to superior performance in the task of hate speech
detection.

5. Experiments

For our experiment, we merged all the datasets de-
scribed in Section 3 and carried out a stratified split
into training, development, and test sets in the respec-
tive proportions of 32,122, 500, and 2,000 samples.
These splits remained consistent across all Odio-BERT
experiments, ensuring that the results can be compared
between different models and configurations. To as-
sess the impact of varying the amount of labeled data,
we chose a subset from the dataset and repeated this
selection process 12 times with different random sets.
We then averaged the performance across these repe-
titions. The subsets we used were stratified samples,
with sizes of 10, 20, 30, 100, 200, 300, 1,000, 2,000,
3,000, 10,000, 20,000, and 30,000. This approach en-
ables us to evaluate the impact of utilizing more or less
labeled data, both within specific orders of magnitude
and across them. The results reveal that there can be
substantial variations in performance when fine-tuning
on limited data.

To mitigate performance discrepancies among dif-
ferent sets, we employed 5 distinct random seeds for
each sample size in our experiments.

Figure 1 shows that our experiments exclusively re-
volved around Transformer based models. The rea-
son behind this choice is the remarkable performance
that Transformer models have exhibited in recent times
across various hate speech detection tasks, as evi-
denced by several prominent studies [64] - [66]. These
models, characterized by their advanced self-attention
mechanisms, have consistently demonstrated their pro-
ficiency in capturing nuanced contextual information,
making them the prime candidates for our investiga-
tion.

As indicated by Table 2, the effectiveness of fine-
tuning improves as the size of the training data in-
creases. Drawing insights from our experimental re-
sults, we chose a model that had been trained with
20,000 samples as the foundation for our novel model.

In addition to introducing our novel model, we
aimed to comprehensively assess and combat hate
speech in the Spanish. To achieve this, we considered
a range of approaches.

The rationale behind our selection of BERT models
lies in our desire to examine the distinctions between
the standard BERT and our fine-tuned variant, referred

to as Odio-BERT. Furthermore, we opted for two mod-
els from the pool of multilingual language models,
specifically XLM-R and mBERT. These choices were
made because both models were trained on extensive
datasets encompassing various languages, including
Spanish. Our objective is to assess how well these mul-
tilingual models perform in downstream tasks when
supplied with training data in diverse languages.

In addition to our multilingual focus, we also made
deliberate selections of two models that are centered
around the Spanish language. These models, BETO
and RoBERTuito, were chosen with the aim of con-
ducting a comprehensive analysis and comparison be-
tween models designed for language-specific tasks and
those tailored for domain-specific tasks, thereby shed-
ding light on their respective performance levels.

Monolingual Models: We explored the utility of
monolingual BERT models, which are specifically
fine-tuned for Spanish hate speech detection. These
models have been customized to provide enhanced per-
formance and accuracy in handling Spanish text data,
so we could evaluate and understand the impact of a
specific domain task.

Multilingual Models: We extended our evaluation
to encompass multilingual models, including mBERT
[67] and XLM-R [68]. These models are renowned for
their ability to comprehend and process text in mul-
tiple languages, making them invaluable in multilin-
gual contexts and scenarios with limited language re-
sources.

mBERT introduced by [67], represents a significant
milestone in the field of natural language processing.
mBERT is a variant of the BERT model that has been
pretrained on a massive corpus of text from 104 lan-
guages including Spanish, making it a powerful and
versatile tool for multilingual NLP tasks. The primary
objective of mBERT is to learn a universal language
representation that can capture the nuances of lan-
guage across various languages and tasks. By pretrain-
ing on text from multiple languages, mBERT aims to
create a model that can understand and generate text
in multiple languages, effectively breaking down lan-
guage barriers in NLP.

XLM-R [68] is a powerful and versatile natural lan-
guage processing model that has made significant con-
tributions to multilingual and cross-lingual tasks. One
of the notable aspects of XLM-R is its pretraining on
a massive corpus of text from a wide range of 100 lan-
guages including Spanish. This diverse pretraining en-
ables XLM-R to learn rich representations of text, al-
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Fig. 1. Proposed framework for Spanish hate speech detection
.

Odio-BERT

N 10 20 30 100 200 300 1,000 2,000 3,000 10,000 20,000 30,000
BERT-fine-tuned 0.2 0.46 0.3 0.5 0.52 0.52 0.58 0.63 0.63 0.75 0.83 0.83

Table 2
The macro average F1 scores on the respective test datasets for models fine-tuned using N entries, were computed by
averaging results from 5 random seeds for each N. The most outstanding performance for a particular N is highlighted in bold.

lowing it to transfer knowledge across languages and
perform well on a variety of language-related tasks.

Spanish-Centric Models: Our evaluation also in-
volved Spanish-centric models like RoBERTuito [38]
and BETO [62]. This model was designed with a pri-
mary focus on the nuances and characteristics of the
Spanish language, making it particularly effective for
tasks specific to Spanish text data.

BETO is pretrained on a massive corpus of Span-
ish text, allowing it to learn rich linguistic features
and nuances of the Spanish language. It leverages the
same transformer architecture as BERT, which is based
on self-attention mechanisms. This architecture en-
ables BETO to capture dependencies and relationships
between words in a bidirectional manner, making it
highly effective for various NLP tasks and we dis-
cussed about RoBERTuito in subsection 2.1.

To sum it up, the state of the art models we chose
for the experiments to compare with our proposal are
the following: 1) BERT, 2) BETO, 3) RoBERTuito, 4)
XLM-R and 5) mBERT. We used such diverse mod-
els to comprehensively assess hate speech detection in
Spanish, addressing various linguistic challenges and
data scenarios. Results will be discussed in Section 6.

To assess the performance of our novel model in
comparison to existing models, we employed the Ha-
teEval 2019 data set for evaluation. The primary fac-
tor motivating our choice of this dataset is its char-
acteristic balance between classes, which minimizes
bias and ensures a fair representation of different cate-
gories. This balanced distribution allows for a more re-
liable and equitable evaluation of model performance.
By using this dataset, we aimed to conduct a thorough
and unbiased assessment of our new model’s capabili-
ties in the context of hate speech detection.
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Our experiments were carried out using the NVIDIA
System Management Interface (NVIDIA-SMI) with
CUDA version 12.1, a powerful framework for GPU
acceleration. In our setup, we harnessed the capabili-
ties of an NVIDIA GeForce GTX 1080 graphics pro-
cessing unit (GPU) equipped with 8 gigabytes (GB)
of memory, which is equivalent to 8,192 mebibytes
(MiB). This high-performance GPU played a critical
role in the execution and optimization of our computa-
tional tasks, ensuring efficient and robust results in our
experiments.

During the training of a domain-specific task, we
utilized a training batch size of 8 while configuring a
maximum sequence length of 512. For the evaluation
phase, a batch size of 16 was employed, and our train-
ing regimen spanned a total of 3 epochs.

When we fine-tuned selected models for analysis
with various approaches, we maintained the same set-
tings, except for the epoch count, which was extended
to 5. This adjustment allowed us to gather more com-
prehensive insights during the analysis phase.

6. Results

As we discussed in Section 5, we conducted a series
of experiments to assess the effectiveness of our novel
model compared to existing models. Table 3 presents
the evaluation results for hate speech detection, where
we report accuracy and the macro average F1 score to
gauge model performance.

The outcomes of our experiments monolingual ex-
periments indicate that the BERT model surpasses
multilingual models. This superiority is attributed to its
proficiency in capturing language-specific intricacies,
nuances, and contextual cues. In cases where the ob-
jective revolves around deciphering language-specific
hate speech, the language-specific model outperforms
its multilingual counterparts.

Notably, our findings reveal that models tailored
for the Spanish language demonstrate superior per-
formance compared to mBERT, XLM-R, and BERT
models. This enhanced capability is attributed to their
adeptness at grasping the linguistic structures of the
Spanish language, stemming from their pretraining
and fine-tuning using a substantial Spanish corpus.

Conversely, the multilingual model, which encom-
passes Spanish, exhibited suboptimal performance in
hate speech detection when juxtaposed with existing
models. The difference is because multilingual mod-
els are made to understand a lot of different languages,

Models Metrics
Precision Recall F1 Score Accuracy

mBERT 0.61 0.6 0.6 0.67

XLM-R 0.65 0.63 0.63 0.67

Robertuito 0.82 0.73 0.77 0.77

BETO 0.81 0.7 0.75 0.76

BERT 0.76 0.69 0.72 0.74

Odio-BERT 0.85 0.76 0.80 0.85
Table 3

Experimental results of the models including our model

but they might miss the finer points that are important
for certain tasks that are only important for one lan-
guage. For endeavors such as hate speech detection,
where cultural and linguistic contexts play a pivotal
role, language-specific models hold a competitive edge
[69,70].

In summary, our model consistently outperformed
the spectrum of pretrained models discussed in the pre-
vious section 5. This underscores the value of domain-
specific fine-tuning, which enhances a model’s capac-
ity to capture task-specific intricacies, as elucidated in
Section 1.

7. Limitations and Ethical Considerations

Limitation: The Spanish language is spoken glob-
ally, and addressing hate speech on social media
lacks sufficient data. Consequently, we gathered pub-
licly released datasets from various sources, including
YouTube, Facebook, Twitter, blogs, and others. How-
ever, this collection doesn’t represent the entire popu-
lation, highlighting the need for ongoing collaborative
efforts to narrow this gap.

Caution: We kindly ask the community to be aware
that the compiled dataset includes comments express-
ing hate speech toward religion, race, gender, etc.,
which may be distressing for researchers. We chose not
to censor these hateful words or phrases, as it would
undermine the study’s purpose. Please exercise discre-
tion when engaging with our work.

8. Conclusion

We embarked on a domain-specific task utilizing
a pretrained language model to effectively identify
hate speech in the Spanish language. The process in-
volved the amalgamation of diverse data sources pro-
vided by multiple researchers, which, in turn, served
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as the foundation for training the model. We thought-
fully curated and created a benchmark dataset tailored
to the intricacies of hate speech. Fine-tuning the BERT
model with this data was pivotal in comprehending and
capturing the nuances of hate speech.

We carefully looked at different model sizes us-
ing different parts of the benchmark data and eventu-
ally chose a model trained on 20,000 samples as our
domain-specific solution. This model is called Odio-
BERT. Our proposed model does better than all the
other models that have been used before. Tests us-
ing fine-tuned monolingual, multilingual, and Spanish-
focused models on the HatEval dataset demonstrated
this.

As a recommendation for future researchers in this
field, we suggest that further enhanced results can be
achieved through the fine-tuning of Spanish-centric
models. The prospect of conducting a comprehensive
study using a large-scale Spanish monolingual model
for hate speech detection holds promise; however, we
defer this endeavor to future research initiatives.
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